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1. Calculate the QR factorization of the matrix

A =



√

2 0
1 −1
1 1


 .

(a) using Given’s rotation,

(b) Householder’s reflection.



(c) Let A be a symmetric matrix and let λ and x be an eigenvalue-eigenvector
pair forA with ||x||2 = 1. Let P be an orthogonal matrix for which Px =
e1 = [1, 0, · · · , 0]T and consider the similar matrix B = PAP T .

i. Show that the first row and column of B are zero except for the diagonal
element which equals λ.

ii. For the matrix

A =




2 10 2
10 5 −8
2 −8 11




with λ = 9 as an eigenvalue with associated eigenvector x = [23 , 1
3 , 2

3 ]T .
Produce a Householder matrix P for which Px = e1 and then produce
B = PAP T .

iii. By using the matrix B in part (b) find two other eigenvalues of A.



(d) Let A ∈ Rn×n be a symmetric positive definite matrix, b ∈ Rn, x∗ := A−1b
and assume that x ∈ Rn is some approximation of x∗ with r := b − Ax
denoting the associated residual.

i. Show that
a2(r) ≤‖ x− x∗ ‖2≤ C2(A)a2(r),

where

a2(r) :=
‖ r ‖2

2

‖ AT r ‖2
, C2(A) := sup

y 6=0

‖ AT y ‖2‖ A−1y ‖2

‖ y ‖2
2

.

ii. Prove the estimate

C2(A) ≤ 1
2
(κ2(A) + κ−1

2 (A)),

where κ2(A) :=‖ A−1 ‖2‖ A ‖2.

[Hint: Use the Kantorovich inequality]

< By, y >< B−1y, y >≤ (λmin(B) + λmax(B))2

4λmin(B)λmax(B)
‖ y ‖4

2

for symmetric positive definite matrices B ∈ Rn×n.]



(e) Consider the linear system of equations Ax = b where b ∈ Rn and A is an
n× n matrix given by

A =




4 1 · · · · · · · · ·
1 4 1 · · · · · ·
. . . . . . . . . . . . · · ·
· · · · · · 1 4 1
· · · · · · · · · 1 4




,

i. Write down the Jacobi iteration in matrix form for this system.
ii. Find the rate of convergence of the Jacobi iteration.
iii. How many iterations are required to reduce the 2-norm error by a factor

of 10−6?

Hint: Eigenvalues of a n× n tridiagonal matrix



a b · · · · · · · · ·
c a b · · · · · ·
. . . . . . . . . . . . · · ·
· · · · · · c a b
· · · · · · · · · a b




,

are given as

λj = a + 2
√

bc cos
jπ

n + 1
, j = 1, · · · , n
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1. Let A and B have order n matrices with A nonsingular. Consider solving the
linear system

Ax1 + Bx2 = b1

Bx1 + Ax2 = b2

with x1, x2, b1 and b2 ∈ Rn.

(a) Find necessary and sufficient conditions for convergence of the iteration
method for m ≥ 0

Ax
(m+1)
1 = b1 −Bx

(m)
2

Ax
(m+1)
2 = b2 −Bx

(m)
1

(b) Repeat part (a) for the iteration method for m ≥ 0

Ax
(m+1)
1 = b1 −Bx

(m)
2

Ax
(m+1)
2 = b2 −Bx

(m+1)
1

(c) Compare the convergence rates of the two methods given in part (a) and
part (b)

2. Consider the least square problems of minimizing

ρ2(x) = ‖b−Ax‖2.

Here A is m×n matrix of rank n, (m ≥ n) and ‖ ·‖ is the Euclidean vector norm.
Let

A = (Q1 Q2)
(

R
0

)

be the QR decomposition of A where Q1, Q2 and R are respectively, m× n,m×
(m− n), and n× n.

(a) Show that the solution of the least squares problem satisfies the QR equation
Rx = QT

1 b and that the solution is unique. Further show that ρ(x) = ‖QT
2 b‖.

(b) Use the QR equation to show that the least square solution satisfies the
normal equations (AT A)x = AT b.



3. Given the vector x = (0 0 0 3 4)T , by using Householder transformation,
calculate a matrix Q for which Qx will have zeroes in its last two positions.

4. Let A be a nonsingular matrix whose leading principal submatrices are all non-
singular. Partition A as

A =
(

A11 A12

A21 A22

)
,

where A11 is , say k × k.

(a) Is A11 singular or nonsingular? Explain.

(b) Show that there is exactly one matrix M such that

(
Ik×k 0
−M I(n−k)×(n−k)

)(
A11 A12

A21 A22

)
=

(
A11 A12

0 Ã22

)

(c) Give the explicit formulas for M and Ã22

(d) Show that Ã22 is nonsingular.

(e) Let A11 = L1U1 and Ã22 = L2U2 be the LU factorization of A11 and Ã22,
respectively. Find matrices L12 and U12 such that LU decomposition of A
is

A =
(

L1 0
L12 L2

) (
U1 U12

0 U2

)
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1. Prove that for invertible square real matrices A and B, the followings hold

(a)
∥∥A−1 −B−1∥∥ ≤ ∥∥A−1∥∥ ‖B −A‖ ∥∥B−1∥∥.

(b) If B = A+ δA is the perturbed matrix and ‖δA‖
∥∥B−1∥∥ = δ < 1 then∥∥A−1∥∥ ≤ 1

1− δ
∥∥B−1∥∥

and ∥∥A−1 −B−1∥∥ ≤ δ

1− δ
∥∥B−1∥∥ .

(c) If x = A−1b and x+ δx = (A+ δA)−1b then

‖δx‖ ≤ δ

1− δ
‖x+ δx‖

‖δx‖ ≤ ε

1− ε
‖x‖

where
δ = ‖δA‖

∥∥B−1∥∥ < 1, ε = ‖δA‖
∥∥A−1∥∥ < 1.

(Note: The norms for matrices and vectors are any compatible matrix and vector
norms.)

2. (a) In iteratively solving the linear system Ax = b (detA 6= 0), we generate a
sequence x(k) by the formula

x(k+1) = x(k) + wP−1r(k)

starting with some initial guess x(0). Here, P is a nonsingular matrix, w > 0
be a constant and r(k) = b − Ax(k) is the residual vector. Show that the
method converges if w|λ|2 < 2α for any complex eigenvalue λ = α + iβ of
P−1A.

(b) Obtain a convergent iterative sequence using the method given in part (a)
with a suitable choice of w for solving Ax = b (carry out 2 iterations with
x(0) = [0, 0]T and P is the identity matrix) where

A =

[
0 2
−1 1

]
, b =

[
2
1

]
.



3. Let {pj(x)}kj=0 be the set of orthonormal polynomials (j-th degree) on an interval

[a, b] with the inner product < h, g >=
∫ b
a h(x)g(x)dx for continuous functions h

and g on [a, b] and the norm is

‖g‖ =< g, g >1/2 .

If p∗k(x) =
∑k

j=0 < f, pj > pj(x) is the best least squares approximation to a
continuous function f(x) on [a, b], then show that

(a) lim
k→∞

‖f − p∗k‖ = 0,

(b) ‖f − p∗n‖
2 =

∞∑
j=n+1

< f, pj >
2.

4. Let  8 1 0
1 4 ε
0 ε 1

 , −1 < ε < 1.

(a) Find LU factorization of A.

(b) Find Cholesky factorization of A, if any exits.

(c) Give estimates based on Gerschgorin’s theorem for the eigenvalues of A.

(d) Show that it is positive definite.
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1. Consider the matrix

A =




1 0
0 1
1 0


 .

Using any method you like, determine the reduced and full QR-factorization of
A



2. Consider the linear system of equations Ax = b with

A =




1 a a
a 1 a
a a 1


 .

a can be positive or negative.

(a) Find the range of values of a will the Jacobi method always convergent by
computing the exact eigenvalues of the iteration matrix ?

(b) Find the range of values of a will the Gauss-Seidel method always convergent
by estimating the eigenvalues of the iteration matrix using Gerschgorin’s
circle theorem?



3. Assume that A ∈ Cmxn with m > n has a full rank. Show how to choose ε so
that the 2−norm condition number of

B =
(

A

ε1/2I

)
(I nxn identity matrix)

is equal to the square root of the 2−norm condition number of A.

(Hint: Consider B∗B and the singular value decomposition of A).



4. (a) Assume AT Ax = AT b and (AT A+E)x̂ = AT b with 2||E||2 ≤ σn(A)2. Show
that if r = b−Ax and r̂ = b−Ax̂, then

r̂ − r = (I −A(AT A + E)−1AT )Ax

and
||r̂ − r||2 ≤ 2κ2(A)

||E||2
||A||2 ||x||2.

(b) Assume AT Ax = AT b and AT Ax̂ = AT b + e where ||e||2 ≤ ε||AT ||2||b||2 and
A has full column rank. Show that

||x− x̂||2
||x||2 ≤ εκ2(A)2

||A2||2||b||2
||AT b||2 .
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NUMERICAL ANALYSIS I

1- Consider the problem of solving a nonsingular linear system Ax = b.

(a) If the entries of A are given with perturbations (error) δA such that

(A + δA)(x + δx) = b

where δx is the perturbation in the solution vector x due to the perturbations

in the matrix A, prove that

||δx|| ≤ ε

1− ε
||x||

where ε = ||δA|| ||A−1|| < 1 and || · || is any matrix or vector norm.

(b) If the right hand side vector b is given with perturbation δb as

A(x + δx) = b + δb

where δx now, is the perturbation in the solution x due to the perturbation

in b, prove that
||δb||
||A||

≤ ||δx|| ≤ ||A−1|| ||δb||.

2- Let A and B are matrices with size n×n and A is nonsingular. Consider solving

the linear system

Az1 + Bz2 = b1

Bz1 + Az2 = b2

with z1, z2, b1, b2 ∈ Rn and b1, b2 are given. Find the condition for conver-

gence of the iteration method

Az
(m+1)
1 = b1 −Bz

(m)
2

m ≥ 0

Az
(m+1)
2 = b2 −Bz

(m)
1

where m is the iteration number.

1



3- Consider the two-step Newton method for

yk = xk −
f(xk)

f ′(xk)
, xk+1 = yk −

f(yk)

f ′(yk)

where k is the iteration number (k ≥ 0). Show that, the iteration converges

cubically to a simple root ζ of f(x) = 0.

4- Let

A =


6 2 1

1 −5 0

2 1 4


(a) Using Gershgorin’s Theorem show that the eigenvalues of A satisfies the

inequality 1 ≤ |λ| ≤ 9.

(b) Using Gershgorin’s Theorem prove that all eigenvalues of a diagonally dom-

inant matrix are non-zero.

(c) Using power method with x0 =
(

1 1 1
)T

compute the absolutely

largest eigenvalue and corresponding eigenvector approximately (perform 3

iterations).

2
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1. (a) Suppose A ∈ Cm×m and λ1, · · · , λm ∈ C are eigenvalues of A. Prove that

tr(A) =

m∑
j=1

λj

(b) Prove that, if A is Hermitian, then there is a unitary matrix U and a diagonal
matrix D such that U∗AU = D

(c) Prove that, if A is a real symmetric matrix, then there is an orthogonal
matrix O and a diagonal matrix D such that OTAO = D

2. We wish to solve Ax = b iteratively where

A =

1 1 −1
1 2 1
1 1 1


Show that for this A the Jacobi method and the Gauss-Seidel method both con-
verge. Explain why for this A one of these methods is better than the other.

3. Suppose A ∈ Rn×n and ‖ · ‖ denotes a matrix norm (Not necessarily induced by
a vector norm) which also satisfies the compatibility property: for all B ∈ Rn×n
and C ∈ Rn×n,

‖BC‖ ≤ ‖B‖‖C‖.

Let ρ(A) denote the spectral radius of A.

(a) Show that for ρ(A) ≤ ‖A‖ and then, that ρ(A) ≤ ‖Ak‖1/k.
(b) Show that for any given 0 < ε << 1,

lim
k→∞

‖Ak‖
(ρ(A) + ε)k

= 0.

Thus, conclude that limk→∞ ‖Ak‖1/k ≤ ρ(A).

(Hint: You might use the fact that there exists an operator norm ‖A‖ε,A such
that ‖A‖ε,A ≤ ρ(A) + ε/2, for all ε > 0)

(c) From parts (a) and (b) what can you say about

lim
k→∞

‖Ak‖1/k.



4. Let A be a real symmetric n× n matrix having the eigenvalues λ1 with

|λ1| > |λ2| ≥ · · · ≥ |λn|

and the corresponding eigenvectors x1, · · · , xn with χTi χk = δik. Starting with an
initial vector y0 for which xTi y0 6= 0, suppose one computes

yk+1 :=
1

‖ Ayk ‖
Ayk for k = 0, 1, 2, · · ·

with an arbitrary vector norm ‖ · ‖, and concurrently the quantities

qki :=
(Ayk)i
(yk)i

, 1 ≤ i ≤ n, in case (yk)i 6= 0,

and the Rayleigh quotient

rk :=
yTk Ayk

yTk yk

Prove the following:

(a) qki = λ1[1 +O((λ2/λ1)
k)] for all i with (x1)i 6= 0.

(b) rk = λ1[1 +O((λ2/λ1)
2k)].
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1. (a) Show that the following matrix formula (where q ∈ R) can be used to cal-
culate A−1 when the process

x(n+1) = x(n) + q(Ax(n) − I)

converges.

(b) When A =

[
2 1
1 2

]
, give the values of q for which the process in (a) can be

used. Which q yields the fastest convergence ?

(c) Let A be a symmetric and positive definite n × n matrix with smallest
eigenvalue λ1, and greatest eigenvalue λ2. Find q to get as fast convergence
as possible ?

[Hint: Fastest convergence is obtained when the spectral radius is minimized].

2. Given an Rn×m matrix A with singular value decomposition A = UDVT. Let
A† be the pseudo-inverse matrix of A.

(a) Verify that the singular value decomposition of A† is A† = VD+UT, where
D+ is the transpose of D with every non-zero entry replaced by its reciprocal.

(b) If A =

1 0
0 1
2 2

 , find the SVD of A.

(c) For the matrix A in part b), calculate A† through the SVD of A†.

3. Let x be the solution of Ax = b, where A is square and invertible. Carry out the
perturbation analysis when both the matrix A and the vector b is perturbed. Let
x̃ = x + δx such that (A+ δA)x̃ = b + δb. Prove the following estimate:

‖δx‖
‖x‖

≤ κ(A)

1− κ(A)‖δA‖‖A‖

(
‖δA‖
‖A‖

+
‖δb‖
‖b‖

)
,

provided that δA is sufficiently small, in our case assume that ‖A−1‖ · ‖δA‖ < 1.
The matrix norm is the induced norm obtained from the vector norm used and
κ(A) = ‖A‖ · ‖A−1‖.



4. Let A ∈ Cn×n be a Hermitian matrix where eigenvalues are given by
λ1, λ2, λ3, · · · , λn. Suppose that β ∈ R and the vector x ∈ C n, x 6= 0 are
such that d = Ax− βx. Then,

(a) Show that

min
1≤µ≤n

|β − λµ| ≤
‖d‖2
‖x‖2

.

[Hint: Since A is Hermitian, the corresponding eigenvectors x1, x2, · · · , xn
form an orthonormal basis for C n].

(b) Apply this result to the matrix

A =

 6 4 3
4 6 3
3 3 7


with β = 12 and x = (0.9, 1, 1.1)T where A has eigenvalues λ1 = 13, λ2 = 4
and λ3 = 2.


