5.2.2007

Graduate Preliminary Examination
Numerical Analysis I
Duration: 3 Hours

1. Calculate the QR factorization of the matrix
V2 0
1 -1
1 1

A=

(a) using Given’s rotation,

(b) Householder’s reflection.




(c) Let A be a symmetric matrix and let A and x be an eigenvalue-eigenvector
pair forA with ||z||2 = 1. Let P be an orthogonal matrix for which Pz =
e1 = [1,0,---,0]7 and consider the similar matrix B = PAPT.

i. Show that the first row and column of B are zero except for the diagonal
element which equals .

ii. For the matrix

2 10 2
A=|10 5 =8
2 =8 11

with A = 9 as an eigenvalue with associated eigenvector z = [%, %, %]T
Produce a Householder matrix P for which Pz = e; and then produce
B =PAPT.

iii. By using the matrix B in part (b) find two other eigenvalues of A.




(d) Let A € R™™ be a symmetric positive definite matrix, b € R?, 2* := A~1b
and assume that x € R is some approximation of z* with r := b — Ax
denoting the associated residual.

i. Show that
az(r) <| @ — 2" [l2< Ca(A)az(r),

where

I 13

._ R 72 Y e P
as(r) = AT | C3(A) :=sup .

y£0 Iy 113

ii. Prove the estimate

—_
|
—

Ca(4) < 5(k2(A) + k2
where ro(A) :==[ A7 |l2]| A ||z

[Hint: Use the Kantorovich inequality]

(Amln(B) + )\max(B))Q
A min (B) Amax(B)

Iy 112

< By,y >< B7ly,y ><

for symmetric positive definite matrices B € R"*"]




(e) Consider the linear system of equations Az = b where b € R™ and A is an
n X n matrix given by

ii.

iii.

Write down the Jacobi iteration in matrix form for this system.
Find the rate of convergence of the Jacobi iteration.

How many iterations are required to reduce the 2-norm error by a factor
of 10767

Hint: Eigenvalues of a n x n tridiagonal matrix

are given as

)\j:a+2\/%cos T , j=1,---n
n+1
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1. Let A and B have order n matrices with A nonsingular. Consider solving the
linear system

Azi+ Bxe = by
Bzi+Azs = by

with X1, T2, b1 and by € R™.

(a) Find necessary and sufficient conditions for convergence of the iteration
method for m > 0

Azt by — Ba™
Axéerl) = by — Bxgm)

(b) Repeat part (a) for the iteration method for m > 0

Aa;gmﬂ) = b — Ba:ém)
AZL‘gm+1) = b2 — Bl’ngrl)

(¢) Compare the convergence rates of the two methods given in part (a) and
part (b)

2. Consider the least square problems of minimizing
P () = [[b— Ax|*.

Here A is m x n matrix of rank n, (m > n) and || -| is the Euclidean vector norm.

Let
1-@ @ g )

be the QR decomposition of A where ()1, Q2 and R are respectively, m x n,m x
(m—n), and n X n.

(a) Show that the solution of the least squares problem satisfies the Q R equation
Rz = Q¥ b and that the solution is unique. Further show that p(z) = ||Q3b||.

(b) Use the QR equation to show that the least square solution satisfies the
normal equations (AT A)x = ATb.



3. Given the vector x = (0 0 0 3 4)T, by using Householder transformation,
calculate a matrix ) for which Qx will have zeroes in its last two positions.

4. Let A be a nonsingular matrix whose leading principal submatrices are all non-

singular. Partition A as
An A )
A= ,
< Aoy A

(a) Is Aj; singular or nonsingular? Explain.

where Ay is , say k X k.

(b) Show that there is exactly one matrix M such that

< ey 0 ) < Ain Aigg > _ ( A An >
—M I k)yx(n-k) A1 Az 0 Ay

(¢) Give the explicit formulas for M and Aoy
(d) Show that Ay, is nonsingular.

(e) Let A;; = LUy and Agy = LolUs be the LU factorization of Aj; and 12122,
respectively. Find matrices Lio and Uy such that LU decomposition of A

is
A Ly 0 Ui Uiz
Lo Lo 0 U
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1. Prove that for invertible square real matrices A and B, the followings hold

(a) |47 = B7H| < [|AH[ 1B — All[|B~.
(b) If B = A+ 6A is the perturbed matrix and [|§A||||[B~!|| =6 < 1 then

JA < — |87

—1-9
and 5
-1 -1 -1
| =87 < 7= [1B7"-
(c) f v = A~ and x + 6z = (A + §A)~'b then
<
ool < o+ da
€
<
ozl < =]

where
5 = ||sA|l||B7Y|| < 1, e=[6A|]|A7Y| < 1.

(Note: The norms for matrices and vectors are any compatible matrix and vector
norms. )

2. (a) In iteratively solving the linear system Az = b (det A # 0), we generate a
sequence z(®) by the formula

g*+D) = g(0) 4 gy p=lp(k)

starting with some initial guess 2(°). Here, P is a nonsingular matrix, w > 0
be a constant and r®¥) = b — Az(*) is the residual vector. Show that the
method converges if w|A|? < 2a for any complex eigenvalue A = « + i3 of
P1A.

(b) Obtain a convergent iterative sequence using the method given in part (a)
with a suitable choice of w for solving Az = b (carry out 2 iterations with
2 =10, 07 and P is the identity matrix) where

N EHEH]



3. Let {p;(z) ;?:0 be the set of orthonormal polynomials (j-th degree) on an interval

[a, b] with the inner product < h,g >= f; h(z)g(x)dx for continuous functions h
and g on [a,b] and the norm is

lgll =< g,9 >'7*.

If pi(z) = Z?zo < f,pj > pj(x) is the best least squares approximation to a
continuous function f(x) on [a,b], then show that

() Jim |f ~ pill =0,
—00

[o@)
) IF=pilP = > < fop; >2
j=n+1
4. Let
8 1 0
1 4 ¢ ], —-l<e<l.
0 € 1

(a) Find LU factorization of A.
(b) Find Cholesky factorization of A, if any exits.
()

)

(d) Show that it is positive definite.

Give estimates based on Gerschgorin’s theorem for the eigenvalues of A.



1.

4.

February, 2015

Graduate Preliminary Examination
Nurmerical Analysis I
Duration: 3 Hours

Consider the matrix A = (Z’ 2

and their eigenvalues A; and p;, respectively. Show that jmes = A2,..

) . Find the Jacobi and Gauss-Seidel iteration matrices

Consider the real system of linear equations

pomt iy

where A is non singular and satisfies
(v, Av} > 0
for all real v, where the Buclidean inner product is used here.

(a) Show that (v, Av) = (v, Mv) for all real v where M = (A + AT) is symmetric
part of A.

(b} Prove that

(v, Av)
('U,’U) > /\mzn(M) >0

where Apmin (M) is the minimum eigenvalue of M.

An overdetermined system Az = b, (m > n) is written as

R1 _[h

O e
where A € R™*% 1 & R, b e R™, R € R™™, b € R®, by € R0 and 0 ¢ Rim-nixn,
Show that the least square solution 2 can be obtained from

Rz = 51
and the residual vector v = b — Az satisfies

2 2
Iirllz = llballz -

(a} Describe the singular value decomposition {SVD)} of the matrix A € C™*", Include
an explanation of the rank of A and how the SVD relates to the four fundamental
subspaces
R(A) Range of A, R(A*) Range of A*

N(A) Nuilspace of A, N{A*) Nullspace of A"

(b) Perform SVD on the matrix

2 1
A= 2 —1
1 0

(c) Compute the pseudo-inverse of A (the Moore-Penrose pseudo-inverse). Leave in
factored form.
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1. Consider the matrix

Using any method you like, determine the reduced and full Q) R-factorization of
A




2. Consider the linear system of equations Ax = b with

A:

SEESEN
IS S
= Q Q9

a can be positive or negative.

(a) Find the range of values of a will the Jacobi method always convergent by
computing the exact eigenvalues of the iteration matrix ?

(b) Find the range of values of a will the Gauss-Seidel method always convergent
by estimating the eigenvalues of the iteration matrix using Gerschgorin’s
circle theorem?




3. Assume that A € C™*" with m > n has a full rank. Show how to choose € so
that the 2—norm condition number of

B = ( ﬁ/QI ) (I nzn identity matrix)

is equal to the square root of the 2—norm condition number of A.

(Hint: Consider B*B and the singular value decomposition of A).




4.

(a) Assume AT Az = ATb and (AT A+ E)& = ATb with 2||F||2 < 0,,(A)%. Show
that if r = b — Az and # = b — AZ, then

F—r=I—-AATA+E)1AT)Ax

and
| E]]2

[ All2

(b) Assume AT Ax = ATbh and AT Az = ATb+ e where ||e||2 < €||AT||2||b]|2 and
A has full column rank. Show that

[ — 7|2 < 2K2(A)

]2

2 [142]l2][bl2
| ATD]|2

||z = 2[l2
[|z]l2

ERQ(A)
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1. To produce QR factorization of

1 1 1
A=12 -1 =1
2 -4 B

{(a) use Househoider transformation,

(b) Gram-Schimidt orthogonalization.




2. For solving the linear system of equations Az = b you are given the iterative
equations
g = Bl Lo k=10,1,2,

with an initial vector z(®) and a known vector ¢. The n X n iteration matrix B
satisfies

k3
Syl M<1,  j=1,2-,n
jeml}

Show that the ieration converges to x for any starting vector 2 (0
(i.e. show that lim e®) = Jim 2% — 2] = 0).
koo k—roo




3. Let Az == b, of order n, be uniquely solvable as z = A71b.

(a) If £ denotes the approximate solution of the system relative to small pertur-
bations in the right hand side b, show that

Il

A e siA™ Rl

where e = ¢ — & (the error) and r = b — Ad (the residual).
|| - I} denotes any matrix or vector norm.

(b) If C is the computed inverse of 4, define the residual matrix by

R=I-CA
and show that 1Cr |
T
lells T g7

where e = z — &, 7 = b— A% and again & is the approximate solution to
Am =D




4. Suppose that Q = I + ¥TYT is orthogonal where ¥ € R™ and T € R

is upper triangular. Show that if Q@ = QP where P = [ — 2007 [vTv is a
~ Householder matrix, then Q. can be expressed in the form Q, = I + Y, T, YT
_where Y. € R”X(J””} and T, € RUHD=U+D) i5 ypper triangular.




TMS
Spring 2010
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1- Consider the problem of solving a nonsingular linear system Ax = b.

(a) If the entries of A are given with perturbations (error) 0 A such that
(A+dA)(z+dx)=b

where dz is the perturbation in the solution vector x due to the perturbations
in the matrix A, prove that

€

[|]]

o]l <
€

where € = ||§A]| |]A7!|| < 1 and || - || is any matrix or vector norm.

(b) If the right hand side vector b is given with perturbation b as
A(x +0x) = b+ 0b

where dx now, is the perturbation in the solution x due to the perturbation
in b, prove that
160]]

NN < 182|| < []A7Y| 1160
T4 [|ox|| < [[ATH]] [[0b]]

2- Let A and B are matrices with size n x n and A is nonsingular. Consider solving
the linear system

AZl + BZQ = b1
BZl + AZQ = bg

with z1,29,01,00 € R" and by, by are given. Find the condition for conver-

gence of the iteration method

Az§m+1) = b —Bzém)

Azémﬂ) = b —lem)

where m is the iteration number.



3- Consider the two-step Newton method for

f(xx) f(yr)

S N N (O

where k is the iteration number (k > 0). Show that, the iteration converges

cubically to a simple root ¢ of f(z) = 0.

4- Let
6 2 1
A=|1 =5 0
2 1 4

(a) Using Gershgorin’s Theorem show that the eigenvalues of A satisfies the
inequality 1 < |A\| < 9.
(b) Using Gershgorin’s Theorem prove that all eigenvalues of a diagonally dom-

mant matrix are non-zero.

T
(c) Using power method with =y = ( 111 ) compute the absolutely
largest eigenvalue and corresponding eigenvector approximately (perform 3

iterations).
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1. Consider the following single shift QR algorithm applied to a matrix A € Rmxm,

7O = A

for k=1,2,... )

7#=1) _ gy = o®WR®  (QR decomposition)
70 — RRQM 1 k-1 +

end(k)

where the shifts are given by o®~ 1 = (T%®~-1), . for all k > 1. Assume that
none of the shifts correspond to an eigenvalue of the matrix A and the diagonal
coefficients of the matrices R*) produced during the decomposition of T~ —
o®=1T are nonnegative. For k > 1 define the matrices

Qr=QWO® ...Q® and Ry=RE®RED. RO,

(a) Show that the sequence of mafrices T®) generated by single shift QR algo-
. rithm is orthogonally similar to the initial matrix A.
(b) Show that

k-1 _

[T4- oY1) =QuRy for k21

=6}
(c) Verify that the first colurmn of @ is

1 kol )
lel = W(Rk)l,:[ [;’[—;[O(A - O-(J)I)] €1

That is Qre; is essentially the vector obtained by using a shifted power
iteration starting with e;. -

(d) Suppose' Ais symmetric. Verify that the last column of Q is

k-1 . -1
Qrem = (Rk)m,m [ H(A - 0’('?)1)] em-

§=0

That is Qrem is essentially the vector obtained by using a shifted inverse
power iteration starting with ep.



2. Let A be an m X n matrix (m > n) .

(a) Deﬁne the concept.of a full QR factorization of A and the concept of a
reduced QR factorization of A.

(b) Describe the method of Householder triangulations for computing a reduced
QR factorization of A.

(¢} Let A be an matrix nxn and let a; be its 1P column. Use a QR factorization
of A to show that

ki
\det Al < [T sl
j=1

3. Let A € R**? be symmetric positive definite. The iteration for solving the system
Az = b is defined by

2** = zF — o(Az* —b) k>0
Assume that the eigenvalues of A satisfy 0 < M < A2... £ An.

(a) Show that the iteration converges if and only if 0 <a < —;—
T

(b} Show that the optimal choice of a is S

(You might use 2-norm).
4, Let A € C™* with m > n.

(a) Show that A*A + I is Hermitian and positive definite for every positive
value of €.

(b) Assume A has full rank. Show how to choose € so that the 2— norm condition

number of A
5= (i)

where I is a n X n identity matrix, is equal to the square root of the 2—
norm condition number of 4.

(¢} Use the reduced SV D of A to express the solution z to the problem

win| (Lo )= (5 )

where b is a m X 1 vector.

GOOD LUCK!!
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1. Consider the iterative method
gt = Az 4p

5 3/2

where A = [ 4 4

} and b is an arbitrary vector.

(a) Does this iteration converge for arbitrary initial vectors, z4%.

(b) Find «, if possible, so that the following iteration converges for arbitrary
initial vectors, £(0):

2D = Ay 4 p
‘y(kﬂhl) = ay® (1 - a)ztt)

where A is the matrix given above.

2. Show that the singular values of the following matrices are the same as their
eigenvalues

2 0 ¢ 4 21
A=10 6 0|, B=|2 8 0
007 108
(Hint:Compute the singular value decomposition of the matrices A and B).

3. The quantity A is going to be computed

with the values
r=2836, y=280.46, =258

where the absolute errors are
er = 0.01, ey, =002, e, =003, forz,y, and z, respectively.

(a) Find the upper bound for the relative error Rely of A
(b} Find the absolute error es in A




4. Consider the n X n, nonsingular matrix A. The Frobenious norm of A is given by
1/2
14l = (3 lasst)"
i"j

(a) Construct the perturbation §A4, with smallest Frobenious norm such that
A~ §A is singular. {Hint: you might use of the primary decompositions of
A

(b) What is the Frobenious norm of this special 6 A7

(¢) Prove that it is the smallest such perturbation?
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1. (a) Suppose A € C™*™ and Aq,---, Ay, € C are eigenvalues of A. Prove that

tT(A) = Zm: /\j

j=1
(b) Prove that, if A is Hermitian, then there is a unitary matrix U and a diagonal
matrix D such that U*AU = D
(c) Prove that, if A is a real symmetric matrix, then there is an orthogonal
matrix O and a diagonal matrix D such that OT AO = D
2. We wish to solve Ax = b iteratively where
11 -1
A=1(1 2 1
11 1

Show that for this A the Jacobi method and the Gauss-Seidel method both con-
verge. Explain why for this A one of these methods is better than the other.

3. Suppose A € R™™ and || - || denotes a matrix norm (Not necessarily induced by
a vector norm) which also satisfies the compatibility property: for all B € R"*"
and C € R™",

IBC| < IB[IC]-

Let p(A) denote the spectral radius of A.

(a) Show that for p(A) < ||A|| and then, that p(A) < || A*|'/¥.
(b) Show that for any given 0 < e << 1,

Ak
Lo Ak

w35 (p(A) + oF

Thus, conclude that limy_,o [|A¥||}/* < p(A).
(Hint: You might use the fact that there exists an operator norm ||Allc 4 such
that ||Allea < p(A) +¢€/2, for all e >0)

(¢) From parts (a) and (b) what can you say about

lim || A||Y/*.
k—o0



4. Let A be a real symmetric n X n matrix having the eigenvalues A\ with
(Al > [Ao| = -+ > [An]

and the corresponding eigenvectors x1, - - - , x, with XZTXk = §;. Starting with an
initial vector yg for which x;fryo # 0, suppose one computes

1
Ypr1 = T Aye for k=0,1,2,---
| Ay ||

with an arbitrary vector norm || - ||, and concurrently the quantities
Aur)s
Qri = ( yk)z, 1<i<mn, incase (yg)i #0,
and the Rayleigh quotient
_ Y Ay
Ui Yk

Prove the following:

(a) qr; = )\1[1 + O(()\Q/)\l)k)] for all 7 with (ml)z 7& 0.
(b) 7 = M[L+O((A2/21))].



1.
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(a) Show that the following matrix formula (where ¢ € R) can be used to cal-
culate A~1 when the process

2D = 2 4 g(AZ™ — 1)

converges.

(b) When A = E ;] , give the values of ¢ for which the process in (a) can be

used. Which q yields the fastest convergence ?

(c) Let A be a symmetric and positive definite n x n matrix with smallest
eigenvalue A1, and greatest eigenvalue Ao. Find ¢ to get as fast convergence
as possible ?

[Hint: Fastest convergence is obtained when the spectral radius is minimized].

2. Given an R™ ™ matrix A with singular value decomposition A = UDVT. Let

AT be the pseudo-inverse matrix of A.

(a) Verify that the singular value decomposition of AT is AT = VDTUT, where
D™ is the transpose of D with every non-zero entry replaced by its reciprocal.

10
(b) fA = [0 1], find the SVD of A.
2 2

(c) For the matrix A in part b), calculate AT through the SVD of Af.

3. Let x be the solution of Ax = b, where A is square and invertible. Carry out the

perturbation analysis when both the matrix A and the vector b is perturbed. Let
X = x + 0x such that (A + 0A)%X = b + db. Prove the following estimate:

9] r(A) [5A] . [|bl]
= [54] * ’
= T e B \Tal o
provided that §A is sufficiently small, in our case assume that ||A7Y - ||6A] < 1.
The matrix norm is the induced norm obtained from the vector norm used and

K(A) = | A] - |A7H].




4. Let A € C™"™ be a Hermitian matrix where eigenvalues are given by
AL, A2, A3, -+, Ap. Suppose that 5 € R and the vector € C ", x # 0 are
such that d = Ax — Sx. Then,

(a) Show that

: 1]l
-l <
B2, 1 el =g
[Hint: Since A is Hermitian, the corresponding eigenvectors 1,2, - , Ty

form an orthonormal basis for C "].

(b) Apply this result to the matrix

A=

W = O
W O =~
N W w

with 3 =12 and = = (0.9,1,1.1)7 where A has eigenvalues A\; = 13, Ao = 4
and A3 = 2.



